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Abstract
Training high-quality recommendation models requires col-
lecting sensitive user data. The popular privacy-enhancing
training method, federated learning (FL), cannot be used
practically due to these models’ large embedding tables. This
paper introduces FEDORA, a system for training recommen-
dation models with FL. FEDORA allows each user to only
download, train, and upload a small subset of the large ta-
bles based on their private data, while hiding the access
pattern using oblivious memory (ORAM). FEDORA reduces
the ORAM’s prohibitive latency and memory overheads by
(1) introducing 𝜖-FDP, a formal way to balance the ORAM’s
privacy with performance, and (2) placing the large ORAM in
a power- and cost-efficient SSD with SSD-friendly optimiza-
tions. Additionally, FEDORA is carefully designed to support
(3) modern operation modes of FL. FEDORA achieves high
model accuracy by using private features during training
while achieving on average 5× latency and 158× SSD lifetime
improvement over the baseline.

CCS Concepts: • Security and privacy → Usability in
security and privacy; • Information systems→ Recom-
mender systems.

Keywords: Federated Learning; Differential Privacy; Privacy
Preserving Machine Learning; Trusted Execution Environ-
ment; Oblivious Memory; Solid State Drives
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1 Introduction
Recommendation models are crucial in modern internet ser-
vices, recommendingmusic [76], videos [17, 105], news [123],
and products [134] to people. These models are commonly
trained by the service provider with sensitive user features
(e.g., demographic information or behavioral histories) [88,
135, 136], posing privacy concerns. Users are becoming re-
luctant to share these sensitive data, and governments and
companies are strengthening regulations to limit the collec-
tion of such data [28, 112]. Past incidents have reported that
the inability to collect these data degrades the quality of rec-
ommendation services [62]. Our evaluation (Section 6) also
shows that sensitive data is crucial for high model quality.

Federated learning (FL) [77] is a popular technique to train
models without collecting raw user data. Unfortunately, rec-
ommendation models cannot be trained with FL due to their
large embedding tables, which convert discrete sparse user
features into latent vectors. These tables are usually too
large [58, 85, 130, 134] to train with FL because participants
of FL cannot practically download and train them on their
local devices (e.g., smartphones) in their entirety.
In this paper, we propose FEDORA, a system that trains

recommendation models with FL by allowing users to down-
load and train only subsets of embedding tables relevant to
their data. As naively doing so leaks private features via the
entries downloaded [37, 87], FEDORA adopts ORAM [31],
a primitive that obfuscates memory access patterns, to mit-
igate this leakage. The main challenges lie in overcoming
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ORAM’s high latency and memory overheads while still
maintaining the privacy of user features.
First, we introduce 𝜖-feature-level differential privacy (𝜖-

FDP), a variant of the popular 𝜖-differential privacy (𝜖-DP)
tailored for our privacy goal. When the strongest privacy is
not necessary, 𝜖-FDP enables FEDORA to trade off small pri-
vacy in a controlled manner to gain significant improvement
in its ORAM. Any privacy degradation can be interpreted
through its connection with the well-studied DP framework.
FEDORA effectively controls 𝜖 in 𝜖-FDP to balance pri-

vacy, performance, and accuracy while supporting many
popular operation modes of modern FL. To mitigate the pro-
hibitive memory overheads of large embedding tables, FE-
DORA hosts the large ORAM on a power and cost efficient
SSD with several SSD-friendly optimizations. We implement
our prototype of FEDORA in software, assuming a trusted
execution environment (TEE) with a small (4 KB) on-chip
scratchpad. Below summarizes our contribution:
• To the best of our knowledge, FEDORA is the first to adopt
ORAM to realize recommendation model training with
FL. We show in our evaluation that FEDORA’s ability to
leverage sensitive user features in a privacy-preserving
manner can significantly improve the final model accuracy.
Through careful design, FEDORA supports many common
operation modes in FL.

• We introduce a formal notion of privacy in federated rec-
ommendation training, 𝜖-FDP. We show how an ORAM-
based FL system can be designed to achieve 𝜖-FDP while
arbitrarily trading off performance, privacy, and accuracy.
We show that existing heuristic ORAM optimizations are
special cases of our general design.

• FEDORA introduces system optimizations that allow the
large ORAM to be held in a cheap SSD while maintaining
reasonable latency and SSD lifetime. Our evaluation shows
that FEDORA realizes up to 1.8–24× latency improvement
and 21–1000+× SSD lifetime improvement over other SSD
baselines, and 6–22× and 1.9–23× hardware cost and en-
ergy improvement over a DRAM-based alternative.

2 Background and Motivation
2.1 Deep Learning Recommendation Models
Modern recommendation models [16, 33, 49, 85, 92, 110, 120,
121, 127, 130, 135, 136] use user features to predict items
a user might like. When the feature values are categorical
or sparse (e.g., recently purchased items are not a vector-
valued input), they are first translated into a dense vector
through an embedding table. Each entry (row) of an embed-
ding table holds a vector (64–256 bytes [58, 85]) that is a
learned latent representation of the corresponding feature
value. Translating with an embedding table is a lookup op-
eration, where the accessed row index directly leaks the fea-
ture value. The translated vectors, along with dense features
(naturally vector-valued inputs), go through a multi-layer

Server Em
b.

 T
ab

leMLP Alice

Bob

Figure 1.An insecure FL of a recommendation model, where
users only partially download/train the embedding tables.

perceptron (MLP) [85] or a Transformer-like [130] network
to produce a prediction. The cardinality of the sparse fea-
ture’s domain determines the height of an embedding table,
and the table can be very large (e.g., equal to the number
of items on an e-commerce site that a user can purchase).
Production-scale models often use tables with millions or
billions of entries [70, 130, 134]. Each user only accesses a
small subset of the table (e.g., entries corresponding to a few
items the user recently purchased), resulting in an extremely
sparse memory access pattern.
Sensitive user features.Many features used by modern rec-
ommendation models are sensitive and can cause a privacy
issue if their values are leaked [37, 90, 115]. For example, mod-
ern models may use a user’s demographic information, geo-
graphic location, or past behavioral histories (e.g., items re-
cently purchased or websites recently visited) [88, 135, 136].
The number of feature values can also be sensitive infor-
mation. For example, the number of items a user recently
purchased can reveal whether the user is a heavy shopper.

2.2 Federated Learning (FL)
Federated learning (FL) [77] is a popular method for training
models without collecting raw user data. It has been adopted
by major companies like Google [124, 133], Meta [34, 41],
and LinkedIn [117].
In each round 𝑡 of FL, the server selects a subset of users

C to participate. Each selected user 𝑐 ∈ C downloads the
current global model 𝜃𝑡 from the server and trains the model
on their local devices with their private data. After training,
users send their trained model (or, equivalently, the gradi-
ent1) back to the server. The server aggregates the received
gradient (Δ𝜃𝑐𝑡 ) from each user 𝑐 , and uses the aggregated
gradient to update its global model. This process repeats
for a predetermined number of rounds or until the model
converges. The popular FedAvg [77] performs a weighted
averaging of the gradients using the number of samples of
each user (𝑛𝑐𝑡 ):

𝜃𝑡+1 = 𝜃𝑡 − 𝜂Σ𝑐
𝑛𝑐𝑡

𝑛𝑡
Δ𝜃𝑐𝑡 , (1)

where 𝜂 is the learning rate and 𝑛𝑡 = Σ𝑐𝑛
𝑐
𝑡 . FL is not en-

tirely safe by itself [6, 7, 50, 137] and is often used with
1Here, gradient refers to the delta between the model before and after the
local training. It is not necessarily the per-batch gradients in SGD.
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Figure 2. Path ORAM accessing the highlighted block.

secure aggregation (SecAgg) [8, 41, 114] and differential pri-
vacy (DP) [78, 124, 133]. SecAgg hides individual user gra-
dients (𝑛𝑐𝑡 ) from the service provider and only reveals the
aggregated gradients. DP provides a mathematical guarantee
on the information leakage through the aggregated gradi-
ent [78]. FEDORA is compatible with both SecAgg and DP.
FL cannot protect user features. The large embedding
tables prohibit recommendation models from adopting FL.
Prior work [87] suggested training the rest of the model
with conventional FL while making users download, train,
and upload only subsets of the embedding tables related to
their data (Figure 1). When the rest of the model (MLP or
Trasnformer-like dense layers) is relatively small [38, 85, 135,
136], this idea enables practical FL.

However, doing so is not private because the downloaded
entries directly leak the user’s feature values (Section 2.1).
While FL commonly runs inside tamper-proof secure hard-
ware on the server—called trusted execution environment
(TEE; Section 5.1)—the accessed entries can still be discovered
through various side channels [37]. A common workaround
is to refrain from using any sensitive features during train-
ing [55, 58] and only use features the users agreed to share.
However, not leveraging private features severely limits the
model quality [58] as we will show in Section 6.

2.3 Oblivious RAM (ORAM)
ORAM [30, 31] is a security primitive that randomizes the
memory access pattern and encrypts data values. Many pop-
ular ORAMs are variants of Path ORAM [108] (Figure 2). In
Path ORAM, data are stored in fixed-size blocks in a binary
tree (ORAM tree) where each node, called a bucket, has a
fixed number of slots that can hold blocks. Each block is
assigned to a particular path in the tree, and the position
map holds the mapping between the blocks and the paths.
The invariant is that blocks are always either in a bucket
along the assigned path or in the stash, a fixed-size buffer
that can hold a certain number of blocks [97]. Each slot also
holds metadata, including a valid flag that indicates whether
the slot contains a block. Typically, the stash and the posi-
tion map are placed in an on-chip storage (e.g., SRAM) that
is hard to attack, while the ORAM tree is placed off-chip.
On-chip storage is expensive [109] and small (usually a few

kilobytes [26, 96]). If the position map is too large, it can also
be stored off-chip in separate recursive ORAMs [108].

Figure 2 summarizes the operation of Path ORAM. When
a request to a block is made, the ORAM controller (1) reads
the position map to find on which path the block resides.
(2) The entire path is brought to the stash and decrypted,
and (3) the requested block is served. (4) Then, the block is
randomly re-assigned to a new path, and the position map is
updated. (5) Finally, to keep the stash size limited, as many
blocks as possible are re-encrypted and evicted back to the
same path that was read while maintaining the invariant. To
an external observer, every ORAM access looks like reading
and writing a random path.

3 Feature-level Differential Privacy (FDP)
During FL, we must prevent an adversary (e.g., the FL server
owner) from inferring each user’s feature values (e.g., re-
cently purchased item). We introduce a variant of differen-
tial privacy (DP), feature-level differential privacy (FDP), to
achieve this privacy goal. We also explain how FDP can be
extended to hide multiple values at the same time or hide
the number of feature values (e.g., the number of recently
purchased items). Then, we explain why existing ORAMs
cannot achieve FDP without significant overheads.

3.1 Definition of 𝜖-FDP
DP is the de facto standard in quantifying ML privacy [124,
133]. We first reiterate the popular 𝜖-DP [22] below:

Definition 3.1 (𝜖-DP). Let M be a (randomized) algorithm
and D be the input space of M. For all subsets S of the
output ofM and all neighboring inputs 𝑑, 𝑑 ′ ∈ D,M is said
to be 𝜖-DP if:

Pr[M(𝑑) ∈ 𝑆] ≤ 𝑒𝜖Pr[M(𝑑 ′) ∈ 𝑆] . (2)

𝜖-DP ensures that the output S only gives bounded infor-
mation on whether the secret input was 𝑑 or 𝑑 ′. When 𝜖 is
small, the output distribution from 𝑑 and 𝑑 ′ becomes similar,
making it hard for the adversary to guess the input (high
privacy). When 𝜖 is zero, 𝑑 and 𝑑 ′ produces the exact same
output distribution (perfect privacy).

The definition of neighboring inputs is application-specific,
and choosing what is considered as neighboring inputs re-
sults in different privacy protections. DP-SGD [1] considers
two datasets differing in one training sample as neighboring,
which hides individual samples in the training set (item-level
DP). DP-FedAvg [78] considers two datasets differing in one
user as neighboring, entirely hiding the existence of each
user during training (user-level DP). Our privacy goal is to
hide each feature value of a user, which is different from both.
Item-level DP cannot effectively protect feature values when
users have several training samples with the same feature
value (e.g., demographic information will be the same for
all the training samples from the same user). User-level DP
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can be too strong because it hides the existence of an entire
user [4]. Instead, we define a new feature-level differential
privacy (FDP) as a middle ground:

Definition 3.2 (𝜖-FDP). If a system achieves 𝜖-DP, where
an input 𝑑 is an arbitrary group of user feature values, and
a neighboring input 𝑑 ′ is defined by replacing any single
feature value from 𝑑 into an arbitrary different value in the
feature value space, we say the system achieves 𝜖-FDP.

Interpretation of 𝜖-FDP. In an 𝜖-FDP system with a low 𝜖 ,
replacing a feature value with a different value minimally
influences the output (bounded by 𝑒𝜖 ), making it hard for
an adversary to guess a feature value of a user by looking
at the (observable) output. Prior works on DP showed that
𝜖 can bound the success rate of an adversary [29, 48, 52, 84],
which directly extends to 𝜖-FDP. While the interpretation of
𝜖 varies between contexts, many works on DP assume 𝜖 ≤ 10
to be reasonably safe and 𝜖 ≤ 1 to be strongly safe [89]. We
show in Section 6 that FEDORA works well in these regimes.
𝜖-FDP can be extended to hide multiple (correlated) values

or the total number of feature values of a user. If we make
all the users’ number of feature values to be 𝑛 (through
thresholding and paddingwith dummy values) and hide the𝑛
values simultaneously, we can also hide the number of feature
values of a user—as the attacker cannot distinguish between
𝑛 real values and 𝑛 dummy values (no real value). According
to group privacy of DP [22], hiding 𝑛 values simultaneously
increases the privacy parameter by a factor of 𝑛. That is,
hiding 𝑛 features while achieving 𝜖-FDP requires adding an
equivalent noise of hiding each value with 𝜖

𝑛
-FDP.

3.2 Limitations of ORAM in Achieving 𝜖-FDP
ORAM [26, 31, 108] can hide the embedding table access
pattern and was used for recommendation model privacy
in different contexts [90]. We show that applying vanilla
ORAM achieves 𝜖-FDP with 𝜖 = 0 (perfect FDP) but severely
degrades the performance, and a naive optimization similar
to [25, 128, 132] results in 𝜖 = ∞ (no FDP).
Strawman 1: Vanilla ORAM is private but inefficient.
When ORAM is applied to embedding tables, access to a
particular entry cannot be distinguished from access to any
other entries. By definition, this achieves FDP with 𝜖 = 0,
the strongest privacy. However, vanilla ORAM incurs signif-
icant performance and memory overheads. ORAM amplifies
each memory access into 𝑂 (𝑙𝑜𝑔𝑁 ) accesses with 𝑁 entries.
Storing 𝑁 entries inside ORAM also amplifies the memory
footprint (by 1.5–2× [69, 94, 96, 131] to 6–8× [96, 108]) be-
cause ORAM moves data blocks inside the tree and cannot
work when the tree is full. In recommendation, 𝑁 can go up
to tens of millions to billions [58, 75, 134], making both the
latency and memory amplification significant.
Strawman 2: Naive optimization is not private. Instead
of accessing the ORAM on every user request, one might
come up with an optimization where requests to the same

entry are aggregated inside the ORAM controller, and only
one read/write request per unique entry is sent to the ORAM
to serve all duplicate requests. This optimization is similar to
prior ORAMs that aggregate requests inside cache [25, 128]
or stash [132]. Unfortunately, such a heuristic optimization
does not achieve FDP. In such optimizations, the total num-
ber of accesses varies with feature values, which leaks in-
formation to the attacker (e.g., FL server owner). Consider
an extreme case where all the users access the exact same
entry, resulting in only one ORAM read/write. The adversary
will know that all the users have the same feature values,
a valuable piece of information that would not have been
leaked with Strawman 1. It can be seen that changing one
feature within 𝑑 to a different feature (𝑑 ′) in this extreme
case will increase the number of ORAM accesses from one to
two—changing the output distribution unboundedly (𝜖 = ∞).

3.3 Designing a Controllable 𝜖-FDP ORAM
We introduce a generalized method to design an ORAM that
can achieve 𝜖-FDP with an arbitrary 𝜖 . We will subsequently
show that Strawman 1 and 2 from Section 3.2 are special
cases of our generalized method. Our method will be used to
balance privacy, performance, and accuracy when anything
other than the extreme designs (Strawman 1, 2) is desired.

Let C be the subset of users selected to participate in the FL
round. Each user 𝑐 ∈ C has a set of embedding entries 𝐸𝑐 cor-
responding to their private data that theymust download and
update to complete the training round. Let 𝐾 =

∑
𝑐∈C |𝐸𝑐 | be

the total number of entries required by the selected users and
𝑘𝑢𝑛𝑖𝑜𝑛 = |⋃𝑐∈C 𝐸𝑐 | be the number of unique entries within
𝐾 . Note that𝐾 is not necessarily a secret, while 𝑘𝑢𝑛𝑖𝑜𝑛 is. Our
goal is to send 𝑘 ≤ 𝐾 requests to the ORAM while ensuring
that the number of ORAM requests (𝑘) only gives bounded
information about the feature values. This can be done by
choosing 𝑘 following the probability distribution:

𝑝𝑖 =
𝑌𝑖𝑒

−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛−𝑖 |
2

Σ𝐾
𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛− 𝑗 |
2

, 1 ≤ 𝑖 ≤ 𝐾 (3)

where 𝑝𝑖 serves as the probability density function (PDF)
of 𝑘 = 𝑖 being selected. 𝑌𝑖s are predefined parameters that
shape the PDF to balance performance and accuracy.

Proof. The proof directly follows that of the exponential
mechanism (see [22] for its general form and [42] for the
variant using 𝑌𝑖 ). We briefly restate the proof below for
completeness. From Equation 2, it suffices to show that
Pr[M(𝑑 ) ∈𝑆 ]
Pr[M(𝑑 ′ ) ∈𝑆 ] ≤ 𝑒

𝜖 for arbitrary𝑑 and𝑑 ′. When the observable
output 𝑆 is the number of ORAM requests, the probability of
an input 𝑑 to result in 𝑖 ORAM requests is directly 𝑝𝑖 from

Equation 3, i.e., Pr[M(𝑑) = 𝑖] =
𝑌𝑖𝑒

−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛−𝑖 |
2

Σ𝐾
𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛− 𝑗 |
2

. If 𝑑 re-

sults in 𝑘𝑢𝑛𝑖𝑜𝑛 and 𝑑 ′ results in 𝑘 ′𝑢𝑛𝑖𝑜𝑛 , |𝑘𝑢𝑛𝑖𝑜𝑛 − 𝑘 ′𝑢𝑛𝑖𝑜𝑛 | ≤ 1
as changing one feature value in the input can change the



FEDORA: Practical FL for Recommendation Models Using ORAM ASPLOS ’25, March 30–April 3, 2025, Rotterdam, Netherlands.

union size at most 1. We can show that for all 𝑖 ,

Pr[M(𝑑) = 𝑖]
Pr[M(𝑑 ′) = 𝑖] =

𝑌𝑖𝑒
−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛−𝑖 |

2

Σ𝐾
𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛− 𝑗 |
2

·
Σ𝐾𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘′
𝑢𝑛𝑖𝑜𝑛

− 𝑗 |
2

𝑌𝑖𝑒
−𝜖

|𝑘′
𝑢𝑛𝑖𝑜𝑛

−𝑖 |
2

= 𝑒
𝜖 ( |𝑘′

𝑢𝑛𝑖𝑜𝑛
−𝑖 |−|𝑘𝑢𝑛𝑖𝑜𝑛−𝑖 |)

2 · (
Σ𝐾𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘′
𝑢𝑛𝑖𝑜𝑛

− 𝑗 |
2

Σ𝐾
𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛− 𝑗 |
2

)

≤ 𝑒 𝜖2 · (
Σ𝐾𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘′
𝑢𝑛𝑖𝑜𝑛

− 𝑗 |
2

Σ𝐾
𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛− 𝑗 |
2

)

≤ 𝑒 𝜖2 · 𝑒 𝜖2 · (
Σ𝐾𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛− 𝑗 |
2

Σ𝐾
𝑗=1𝑌𝑗𝑒

−𝜖 |𝑘𝑢𝑛𝑖𝑜𝑛− 𝑗 |
2

) = 𝑒𝜖 .

□

Figure 3 shows some sample PDFs with different 𝜖 and 𝑌𝑖 ,
showing how the proposed method can trade-off between
performance, privacy, and accuracy. The 𝑌𝑖s used are (a, c, e)
uniform (𝑌𝑖 = 1), (b) square (𝑌𝑖 = 1 for 25 ≤ 𝑖 ≤ 100, else𝑌𝑖 =
0), (d) pow (𝑌𝑖 = 𝑖5), and (f) delta (𝑌𝑖 = 1 for 𝑖 = 100, else 𝑌𝑖 =
0). Without considering security, for the best performance
and accuracy, the ORAM should be accessed exactly 𝑘𝑢𝑛𝑖𝑜𝑛 =

30 times (bars in blue). If the system accesses the ORAM less
(𝑘 < 𝑘𝑢𝑛𝑖𝑜𝑛), some necessary entries cannot be read (lower
accuracy; bars in orange). If accessed more (𝑘 > 𝑘𝑢𝑛𝑖𝑜𝑛),
dummy accesses are being issued (lower performance; bars
in green). We highlight several interesting observations:
• Observation 1: 𝜖-FDP improves performance. Com-
pared to the vanilla ORAM (Strawman 1), which will al-
ways read the main ORAM 𝐾 = 100 times, Figures 3 (a–e)
reads the ORAM much less, improving performance.

• Observation 2: 𝜖 trades off privacy with accuracy and
performance. Figures 3 (a, c, e) shows that reducing 𝜖
(more privacy) increases the chances of incorrect (orange)
and less efficient (green) executions.

• Observation 3: 𝑌𝑖 trades off performance with accu-
racy. Figures 3 (b, d, f) shows that choosing a nonuniform
𝑌𝑖 allows trading the chances of being inaccurate (orange)
with being inefficient (green), whose effect is shown with
the unbalanced orange and green regions.

• Observation 4: Strawman 1/2 are special cases. When
an extreme 𝑌𝑖 is used to entirely eliminate the chance of
being incorrect by always being inefficient, the system de-
generates to 𝑘 = 𝐾 (Strawman 1; Figure 3 (f)). In this case,
the value of 𝜖 does not matter and can go down to 0 (per-
fect FDP). When very high 𝜖 is used (no FDP), the system
degenerates to 𝑘 = 𝑘𝑢𝑛𝑖𝑜𝑛 (Strawman 2; Figure 3 (a)).

4 FEDORA System Design
FEDORA is an FL system for recommendation models that
uses ORAM to allow partial embedding table updates. It
(1) adopts the 𝜖-FDP ORAM from Section 3.3 to trade off

(a) eps=99999.0
Y=uniform

(b) Y=square
eps=0.5

(c) eps=3.0 (d) Y=pow

30 100

(e) eps=1.0

30 100

(f) Y=delta

Figure 3. Sample PDFs with different 𝜖 and 𝑌𝑖 , with 𝑘𝑢𝑛𝑖𝑜𝑛 =

30 and 𝐾 = 100. Different 𝑌𝑖s explained in the main text.

performance, privacy, and accuracy, (2) supports popular
operation modes in FL, and (3) places the large ORAM in a
cheap SSD for reduced power and cost.

4.1 Assumptions and Threat Model of This Work
This work assumes on-chip data in the FEDORA controller
is safe, while the attacker can observe both the values and
the access pattern (address, size, and timing) for data stored
off-chip (DRAM or SSD). The security of the communica-
tion between the FEDORA controller and the users and the
attestation of the FEDORA controller’s integrity to the user
is outside the scope of this work. We use constant-time logic
inside the FEDORA controller to prevent timing side chan-
nels. We do not protect the FEDORA controller against other
(e.g., thermal) side channels. Such an FEDORA controller can
be implemented in TEEs [43] or as custom hardware [108].
This work focuses on protecting user data against an

honest-but-curious service provider that follows the FL pro-
tocol while trying to steal user data. The work does not
consider malicious users colluding with the service provider
(i.e., Sybil attack [20]). The threat model is common and
aligns with many prior FL literature [8, 98]. In general, FL
cannot protect effectively against Sybil attacks [6], which is
a known limitation of FL that FEDORA inherits. Defending
against Sybil attacks in FL is an open problem orthogonal
to this paper [27, 46, 47, 100]. We assume a predetermined
minimum and a maximum number of clients participating
in each round of FL [35, 41, 126, 133], and each client has a
predetermined maximum number of features.

4.2 FEDORA Overview
Figure 4 explains how FEDORA works. FEDORA has two
ORAMs, the large main ORAM, which holds the embedding
table, and a smaller buffer ORAM, which holds the working
set of entries of each round. Each embedding table entry (64–
256 bytes) becomes a block in the main ORAM. FEDORA
places themain ORAM inside an SSD, while the buffer ORAM
resides in DRAM. Buffer ORAM serves two purposes: it pro-
vides support for a wide range of modern FL operationmodes
and serves as a DRAM cache for the main ORAM. FEDORA
applies 𝜖-FDP to the main ORAM.
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FEDORA Controller
Union set: 7, 38, 42

①Union user requests.
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②Choose how many entries to read (k).
union set size (kunion): 3
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SSD

Main ORAM

③Read k entries.

7, 38, 42, X
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Untrusted
DRAM

Trusted (TEE)
ServerClients

Figure 4. Overview of FEDORA.

Each FL round starts by selecting a subset of users to
participate. 1○ The selected users send download requests
to the FEDORA controller for embedding table entries that
correspond to their feature values. The FEDORA controller
securely calculates the union of requested entries across all
participating users, and 2○ chooses the number of entries to
read from the main ORAM (𝑘) by sampling from the PDF of
Equation 3 inside its secure controller. Then, 3○ the FEDORA
controller moves 𝑘 entries from the main ORAM into the
buffer ORAM. 4○ Requested entries are served to the users
by the FEDORA controller from the buffer ORAM, and 5○
users train using the downloaded entries. 6○ After training,
users send the gradients of the embedding entries back to the
FEDORA controller, which aggregates them inside the buffer
ORAM. 7○ Finally, the FEDORA controller moves 𝑘 entries
from the buffer ORAM back to the main ORAM, using the
aggregated gradients to update them in the process.
At step 1○, FEDORA controller goes through 𝐾 user re-

quests and calculates the union set of 𝑘𝑢𝑛𝑖𝑜𝑛 elements. This is
done without leaking any information by allocating an array
to hold the resulting union set and simply linear scanning
through both data structures (list of requests and result ar-
ray) in a data-oblivious manner. The array is conservatively
sized to make overflowing impossible. The union algorithm
is 𝑂 (𝐾2) and can result in significant overheads when 𝐾
is large. When 𝐾 is too large, FEDORA splits the requests
into evenly-sized chunks and performs steps 1○– 3○ chunk
by chunk to reduce the linear scanning overhead. This still
achieves the same 𝜖-FDP thanks to the parallel composition
property of DP [22]. However, using smaller chunks can de-
grade accuracy as 𝜖-FDP adds noise per chunk, and the noise
accumulates with more chunks. It also degrades performance
when there are duplicate entries across chunks. The chunk
size is selected empirically (16K entries in our evaluation) to
balance between performance and accuracy.

When reading from themainORAM (steps 2○– 3○), dummy
accesses may be made (when 𝑘 > 𝑘𝑢𝑛𝑖𝑜𝑛 , 𝑋 in the figure), or
some necessary entries may fail to be read (when 𝑘 < 𝑘𝑢𝑛𝑖𝑜𝑛).

Download Phase Training Phase

Main ORAM

Buffer ORAM
Alice

Bob

Charlie

Aggregation Phase

Update Phase
Aggr Slot

Figure 5.Downloaded entries aremoved to the buffer ORAM
(left, step 3○). Users’ gradients are aggregated in the aggre-
gation slot inside the buffer ORAM (top right, step 6○) and
used to update the main ORAM (bottom, step 7○).

In the latter case, training accuracy can degrade. Several mit-
igation strategies can minimize the impacts of such errors.
First, FEDORA has the liberty to choose which 𝑘 entries
to read. Some strategies include choosing the first 𝑘 entries,
choosing randomly, prioritizing popular entries or previously
unseen entries, etc. Second, different strategies can be used
for lost entries. Strategies include using a random/default
value or simply dropping the corresponding training sample.
Our prototype chooses the first options for both, which were
simple and empirically worked well (Section 6.4).

4.3 Buffer ORAM for Different Operation Modes
Figure 5 summarizes how buffer ORAM works (steps 3○–
7○). Blocks in the buffer ORAM are twice as large as the
main ORAM blocks. Each entry read from the main ORAM
is placed in the first half of the buffer ORAM blocks (Fig-
ure 5 (left)). Users’ requests are served from the buffer ORAM
(Figure 5 (middle)), and users’ gradients are aggregated in
the second half of the corresponding buffer ORAM blocks
(Figure 5 (top right)). The aggregated gradients are used to
update the original entry (first half) when the entry moves
back to the main ORAM (Figure 5 (bottom right)).
The aggregation phase (Figure 5 (top right)) and the up-

date phase (Figure 5 (bottom right)) can be customized to
support a wide range of common operation modes in FL.
FEDORA exposes a programmable pre-aggregation func-
tion (Pre) applied to each gradient before aggregation and a
post-aggregation function (Post) applied to the aggregated
gradient right before update. This allows system designers
to implement a generalized version of Equation 1:

𝜃𝑡+1 = 𝜃𝑡 − 𝜂 Post(Σ𝑐 Pre(Δ𝜃𝑐𝑡 )) . (4)

The most popular FedAvg (Equation 1) can be achieved by
choosing Pre(Δ𝜃𝑐𝑡 ) = 𝑛𝑐𝑡Δ𝜃

𝑐
𝑡 and Post(𝑥) = 𝑥

𝑛𝑡
, which can

be implemented by adding one additional 4-byte slot for
each block to accumulate 𝑛𝑡 = Σ𝑐𝑛

𝑐
𝑡 . This implementation

naturally supports users dropping out during training by
dynamically adjusting 𝑛𝑡 . More complex algorithms, such as
FedAdam [95], can be implemented by choosing Post(𝑥) that
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involves the first- and second-order moments [54], with addi-
tional slots in each block to accumulate them. Implementing
a differentially private FL (e.g., DP-FedAvg) [78] is also pos-
sible2. A DP training method for recommendation models,
EANA [86], can be adopted for FL by choosing Pre(𝑥) =

𝑥/max(1, | |𝑥 | |2
𝐶

) and Post(𝑥) = 𝑥 +N(0, 𝜎2𝐶2𝐼 ) for constants
𝜎 and 𝐶 [1, 86]. Another recent method, LazyDP [68], can
be implemented for FL by using Post(𝑥) = 𝑥 +N(0, 𝑟𝜎2𝐶2𝐼 ),
where 𝑟 is the number of rounds since the entry was last up-
dated. 𝑟 can be tracked with an additional per-block counter.
Buffer ORAM privacy analysis. Introducing buffer ORAM
does not degrade privacy. To the adversary, each round is
simply seen as reading 𝑘 entries from the main ORAM and
writing them to the buffer ORAM ( 3○), reading 𝐾 entries
from the buffer ORAM ( 4○), updating 𝐾 entries in the buffer
ORAM ( 6○), reading 𝑘 entries to the buffer ORAM and writ-
ing them to themain ORAM ( 7○).𝑘 and𝐾 are publicly known
parameters, and both ORAMs protect which entries have
been accessed. The buffer ORAM’s capacity is sized to never
overflow based on the maximum number of clients allowed
per round and the maximum number of features per client.
The capacity can be reconfigured in software when these
parameters change.

4.4 Placing the Main ORAM in an SSD
The main ORAM must be 1.5–8× larger than the data it
protects (Section 3.2). When the tables are already several gi-
gabytes/terabytes [58, 85, 130, 134], placing the main ORAM
in DRAM involves significant power, energy, and hardware
cost. The costs are wasteful because user-side training and
communication, not the server-side, are usually the main
bottleneck in real-world FL [35, 57, 117, 126], leaving the
large DRAM significantly underutilized. Instead, FEDORA
places the main ORAM in a cheap, off-the-shelf SSD.
Limitations of existing SSD-based ORAMs. Prior SSD-
based ORAMs [5, 11, 14, 69, 101, 106, 107, 113, 129] are
not suitable for FL because the frequent reads/writes of FL
quickly wear out the SSDs. As our evaluation shows (Sec-
tion 6.2), using an existing SSD-friendly ORAM [101] based
on Path ORAM for FL can quickly wear out the SSD only
in 2–8 days, which is unreasonably short compared to the
typical device lifetime in modern data centers (traditionally
around 2–3 years, recently up to 5–6 years for lower carbon
footprint [71]). The slow SSD reads/writes also add up to
over 8× slowdown to the end-to-end FL latency (Section 6.3).
FEDORA’s SSD-friendly ORAM design. Prior ORAMs
based on Path ORAM [101] cannot leverage the unique data
access pattern of FL where the first half (step 3○) of the

2This DP is different from DP in 𝜖-FDP. DP-FedAvg prevents training data
leaking through the trained model [78, 124, 133], while 𝜖-FDP prevents
feature values leaking through the number of accesses to ORAM (𝑘).

accesses are read-only and the second half (step 7○) are write-
only. Instead, FEDORA utilizes a custom variant of RAW
ORAM [26] to benefit from FL’s unique access patterns.

RAWORAM [26] consists of access-only (AO) and eviction-
only (EO) accesses. An AO access occurs on every memory
read/write, which reads the entire path and places it in a
path buffer. The path buffer is iterated through to find the
requested block, and only the requested block moves to the
stash. As the stash is not as populated after one AO access,
RAW ORAM does not immediately write blocks back (unlike
Path ORAM). Instead, only the valid flag of the metadata is
updated to indicate that the block is pulled out. After 𝐴 AO
accesses (𝐴, the eviction period, is a design parameter), an
EO access occurs, which selects a path in a predetermined
order and evicts blocks from the stash to the selected path.
Optimization 1: FL-friendlyRAWORAM.Adopting RAW
ORAM immediately reduces the number of SSD writes be-
cause EO accesses (path read + write) only happen after 𝐴
AO accesses (path read). On top of this benefit, FEDORA
develops several additional optimizations. During step 3○,
the main ORAM is read-only. In the original RAW ORAM,
even a series of read-only accesses need to be interspersed
with EO accesses because blocks accumulate in the stash and
can eventually cause overflow. However, stash overflow does
not happen in FEDORA because all the blocks read from the
main ORAM immediately move to the buffer ORAM, making
the main ORAM’s stash always empty. Leveraging the fact,
FEDORA entirely eliminates EO accesses during step 3○.
Similarly, AO accesses can be eliminated during step 7○

as it is write-only. In normal RAW ORAM, updating a block
incurs (1) an AO access, which brings in the target block to
the stash, (2) the modification of the block inside the stash,
and (3) an eventual EO access after 𝐴 AO accesses, which
puts the block back. In FEDORA, the block to update in
step 7○ is never in the main ORAM and is always inside the
buffer ORAM. Thus, AO accesses can be removed, and only
EO accesses occur after every 𝐴 block update moving from
the buffer ORAM to the main ORAM’s stash.
Optimization 2:MakingAOaccess SSD-write-free.While
AO accesses do not write to the path, they still update the
valid flag of the main ORAM’s metadata and cause SSD
writes. FEDORA introduces a new data structure called VTree
tomakeAO accesses entirely SSD-write-free. VTree is a small
ORAM placed in DRAM, which only holds the valid flags
extracted from the main ORAM. VTree is not independent,
and blocks in VTree mirror the movements of the corre-
sponding blocks in the main ORAM. VTree adds one bit per
data block (64–256 bytes) plus additional metadata for secure
encryption (Section 5.2), totaling around 2–112 MB.
Optimization 3: Minimizing EO accesses. With VTree,
only EO accesses write to the SSD. As EO accesses happen
only after𝐴 AO accesses, FEDORAmaximizes𝐴 to minimize
SSD writes. However, increasing 𝐴 increases the bucket size,
stash size, and path buffer size [96], degrading the latency.
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Also, more on-chip SRAM is needed if these are placed on-
chip [26, 108]. For these issues, the original RAW ORAM
used a small 𝐴 (e.g., 5 [26]).
FEDORA places the stash and the path buffer in off-chip

DRAM, allowing the use of a fairly large stash and path
buffer without needing a large on-chip SRAM. Placing these
structures off-chip typically increases latency, but we ob-
served that the decreased number of SSD writes cancels the
additional overheads for FEDORA. Also, FEDORA can use a
large bucket size without much downside because the SSD,
which is a block device, can only access data in a large gran-
ularity (e.g., 4 KB) anyways. FEDORA balances𝐴, the bucket
size, stash size, and path buffer size to maximize the SSD life-
time while not significantly adding latency. Through careful
tuning, FEDORA was able to increase 𝐴 significantly (up to
92), cutting down the number of EO accesses to 1.1%.
Privacy analysis. Our optimizations do not degrade the
security properties of RAWORAM [26] because it can be seen
as simply moving 𝑘

𝐴
EO accesses that should have occurred

in between 𝑘 AO accesses at step 3○ to step 7○. If we consider
the state of the main ORAM at the end of each round, the
stash occupancy will be equivalent to what it would have
been when using the vanilla RAW ORAM; thus, the same
proofs from [96] for stash overflow can be used. Within each
round, the stash never overflows due to the buffer ORAM.

5 Implementation Details
We implement our prototype in software, assuming run-
ning in a trusted execution environment (TEE) with a small
(4 KB) on-chip SRAM (scratchpad). TEEs are already widely
available in FL systems [41, 117, 133], which makes build-
ing FEDORA in them appealing. Prior works [67, 81, 101]
also implemented ORAM in a TEE, and our implementation
is similar to them. It is possible to implement FEDORA as
specialized hardware instead [26, 96, 108].

5.1 TEE-based Implementation Overview
Background on TEEs. A TEE [2, 43, 59, 60, 109] is a spe-
cialized hardware that provides data confidentiality and in-
tegrity verification. TEEs encrypt data stored off-chip and
only decrypt data inside its secure hardware. Academic pro-
posals [109] and earlier versions of Intel SGX [43] used strong
counter-based memory encryption, where an incrementing
counter and an authentication tag were allocated for every
cache line for freshness and tamper detection [32]. Addi-
tionally, tampering with counters was detected through an
expensive Merkle tree [32, 109]. Other TEEs [44] do not
provide such strong security and are prone to certain at-
tacks [64, 65]. While TEEs can provide data confidentiality
when used for FL [41] for the rest of the model, they cannot
hide the memory access patterns [37] for embedding tables.

Commercial TEEs do not offer on-chip scratchpads that are
safe from external attacks, and any programmer-controlled

Bucket 0
ctr1

Non-Leaf Group

Leaf Group 
Auth Tag

Bucket 1 Bucket 2
ctr2 ctr3 ctr4

Auth Tag
Bucket 0 Bucket 1 Bucket 2

Figure 6. Group-based encryption for tree-structured data.

data must be placed in insecure off-chip DRAM. The lack of a
scratchpad makes ORAM implementation inefficient [67, 81,
101] on them because typical ORAMs assume a safe on-chip
scratchpad [26, 96, 108].
TEE-based FEDORA. Our FEDORA prototype is built in
software, assuming it runs in TEEs that FL systems com-
monly have [41, 117, 133]. Specifically, our implementation
assumes a TEE with a strong counter-based memory en-
cryption support [43, 109] and a small amount (4 KB) of
scratchpad. We assume a small scratchpad (although exist-
ing commercial products do not have it [43, 44]) because it
makes the entire system a lot more efficient and is feasible
to add—many embedded CPUs [3] and hardware [53, 83]
have scratchpads, and on-chip cache can be repurposed as
a scratchpad through cache locking [82] or specialized fea-
tures [12, 19, 40]. FEDORA can also be implemented without
the small scratchpad with additional overheads (Section 6.6).
As we use minimal (to no) scratchpad, we place most of

the data structures off-chip. The on-chip scratchpad holds
the key and the root counter for encryption (Section 5.2), and
a small scratch space for efficient EO access implementation.
FEDORA places all the other components other than the
main ORAM in off-chip DRAM and the main ORAM in the
SSD. Following [101], we implemented FEDORA in C++ with
a best-effort constant-time, data-independent logic to avoid
timing side channels.

5.2 Encrypting Off-chip Data Structures
Existing TEEs’ [43, 109] hardware engines for counter-based
encryption [32] are efficient for small data structures but
incur high computation/memory overheads for larger struc-
tures. FEDORA uses existing hardware for small data struc-
tures but uses a tailored algorithm for larger structures (po-
sition map, buffer ORAM, VTree, and the main ORAM).

When encrypting these tree structures in off-chip DRAM,
FEDORA groups multiple nodes and encrypts/decrypts them
together (Figure 6). Nodes in the same group share the counter
and the tag, and the group size balances the counter/tag over-
head and the encryption/decryption latency. We empirically
group 512 bytes of nodes together, which gives an analytical
8× memory overhead improvement over a TEE that allo-
cates the counter/tag per cache line (64 bytes) [32]. FEDORA
groups nodes in a subtree together (Figure 6) to minimize
the number of encrypted groups in a path.
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FEDORA protects counters without Merkle tree by plac-
ing the counter for each group in its parent group (Fig-
ure 6 (right)). The counter for the root group (root counter)
is stored in the scratchpad. Decrypting a path starts from the
root: each group is decrypted, the integrity of the values and
the counter are verified, and the counter is used to decrypt
the next group. Encryption happens in the opposite direction.
The main ORAM is encrypted without any counters other
than the root counter, using a similar idea to [26]. Using the
fact that writes to the main ORAM only happen during EO
accesses in a predetermined order (Section 4.4), FEDORA
tracks the number of writes to each bucket with a single root
counter that tracks the total number of EO accesses [26].

6 Evaluation
We aim to answer the following questions on FEDORA:
• How much longer is the SSD lifetime?
• How much faster is FEDORA?
• How much accuracy is improved with private features?
• How much cost benefit does using an SSD bring over a
DRAM-based system?

6.1 Evaluation setup
System setup. We evaluated FEDORA on Intel i7-13700K
CPU with Samsung PM9A1 1 TB SSD. We did not use a com-
mercial TEE because they do not have any on-chip scratch-
pad. Our result can be interpreted as a close estimate of a
setup with a TEE with a scratchpad as TEE-related overheads
are expected to be small compared to SSD overheads.
Datasets. We studied three popular datasets, MovieLens-
20M [36] (MovieLens), Taobao Ads Click and Display [88]
(Taobao), and Criteo Kaggle [18] (Kaggle). MovieLens and
Taobao reveal the user ID of each datapoint and allow FL
simulation [74]. We used them both for performance and
FL accuracy evaluation. Kaggle does not reveal user ID and
cannot simulate data heterogeneity between users in FL. We
used Kaggle only for performance evaluation.

For MovieLens and Taobao, we considered the behavioral
history (recently liked movies for MovieLens, recently pur-
chased items for Taobao) private. We studied two modes of
protection: (1) only hiding individual feature values (hide
priv val) and (2) hiding the number of feature values (hide #
of priv vals). For the latter, we made every user have 100 real
or dummy values through padding or random subsampling.
For Kaggle, we assumed the largest table as private and only
evaluated the former mode.
Performance study. The open-source datasets are much
smaller-scale than production environments [58]. To study
scenarios closer to production, we scaled up these datasets
with a synthetic dataset generation technique [85], scaling
up the table size, number of users, and number of feature
values per user. We evaluated three table sizes. The Small
table has 10 million entries, 64 bytes each. TheMedium table

has 50 million entries, 128 bytes each. The Large table has 250
million entries, 256 bytes each. The sizes follow open-source
models and industry papers [58, 75, 85, 134, 136].
We scaled up the number of requests (𝐾) to 10K, 100K,

and 1M. These numbers represent the number of users per
roundmultiplied by the number of feature values of each user.
The number of users per round ranges from 100 [35, 126]
to 6,500 [124], and the number of feature values per user is
usually several tens [58], but can go up to hundreds [135, 136].
The studied 𝐾 values represent a wide range of real-world
use cases; for example, 10K requests can represent 100 users
per round (similar to [35, 126]) with each having 100 feature
values (similar to [135, 136]), or 1,000 users per round (similar
to [41]) with each having 10 values (similar to [58]).

For end-to-end FL latency, we assumed the communication
through the network and the user-side training altogether
take roughly 2 minutes per round, following the reported
numbers from Google [126]. While the setups significantly
differ from each other, other real-world studies reported sim-
ilar numbers [35, 41, 57, 117, 125]. When estimating SSD life-
time, we assumed 5.4 PB can be written per TB capacity [103].
As the lifetime of an SSD depends on the size (increasing the
size arbitrarily prolongs the lifetime), we report the expected
lifetime when the SSD is the same size as the ORAM.
FL accuracy study.We used RF2 [74], an FL simulator for
recommendation models. We used MovieLens and Taobao
datasets to train the DLRM [85] model. We used the default
setup of RF2 from its Github repository [73] except for: (1)
we did not use an ℓ2 regularizer for the embedding tables as it
becomes impractical for large tables and (2) added a dropout
at the end of the MLP layer with 𝑝 = 0.5 for MovieLens for
improved accuracy. Taobao did not benefit from dropout.
Baseline. We implemented Path ORAM+, which follows
the general structure of FEDORA (Figure 4) but uses an
SSD-friendly variant of Path ORAM as the main ORAM.
We implemented the SSD-friendly Path ORAM by adopt-
ing several optimizations from prior work [101], achieving
competitive performance with the numbers reported by the
prior work [101]. Path ORAM+ always accessed the main
ORAM for each user request (Strawman 1 from Section 3.2)
for perfect privacy.

6.2 FEDORA Increases the SSD Lifetime
Figure 7 summarizes the SSD lifetime of different setups. Path
ORAM+ and FEDORA with perfect FDP (𝜖 = 0) only have
one bar (All) because the behavior does not change with
users’ private data distribution (both always accesses the
main ORAM for each user request). When 𝜖 > 0, FEDORA is
able to skip some duplicate accesses (Figure 3), gaining more
improvements when the data distribution is skewed.
Overall lifetime. Path ORAM+ suffers from an extremely
short SSD lifetime (2 days–1.2 months for Small, 8 days–
3.9 months for Medium, and 2–23 months for large) that
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Figure 7. FEDORA significantly improves the expected SSD lifetime over the baseline.

makes using SSD unrealistic. FEDORA’s SSD-friendly opti-
mizations significantly increase the lifetime. Even with 𝜖 = 0,
our SSD-friendly optimizations improve the SSD lifetime to
become 1.4 months–3 years for Small, 10 months–10+ years
for Medium, and over 2.7 years for Large. With 𝜖 = 1, the
lifetime improves even more. The improvement depends on
the users’ private feature distributions, achieving an average
lifetime improvement over the 𝜖 = 0 case ranging from 1.56×
(Kaggle) to 38× (Taobao, Hide # of priv vals). Compared to
Path ORAM+, FEDORA improves SSD lifetime by 21× to
over 1000× when 𝜖 = 1. In many cases, FEDORA achieves
an SSD lifetime near or over the typical SSD replacement
period (2–5 years).
Reduction in ORAM accesses. The increased lifetime of
the 𝜖 = 1 case is mainly due to the reduced number of main
ORAM accesses. Table 1 summarizes the reduced number
of accesses (Reduced Accesses column) with different 𝜖 com-
pared to the perfectly privacy case (𝜖 = 0). The table shows
that trading off a small amount of privacy (𝜖 > 0) cuts down
the number of accesses to the main ORAM by 51.06–97.69%.
The benefit depends on the skewness of the datasets. Taobao
(hide # priv vals) enjoys the most benefit as the secret (num-
ber of items a user purchased) is extremely skewed—heavy
shoppers have hundreds of items in their purchase histories,
while many others have empty histories.

The reduction does not vary a lot when decreasing 𝜖 be-
cause both the additional dummy accesses and the lost ac-
cesses increase, canceling out each other (as in Figure 3(c, e)).
When the reduction is extreme (over 90%, hide # priv vals),
increasing privacy increases the number of total accesses.
This is because the number of dummy accesses grows much
faster than lost accesses as the left side of the distribution,
e.g., the orange part of Figure 3 (c, e), cannot grow beyond 0.

6.3 FEDORA Improves the End-to-end Latency
Figure 8 shows the additional overheads introduced to the
assumed 2-minute latency of FL. When the number of up-
dates per round is small (10K), even Path ORAM+ adds less
than 5% overhead as the per-round latency of FL (2 minutes)

is already slow. However, when the number of updates is
larger (100K–1M), Path ORAM+ starts to add non-negligible
latency overheads of 39–75% and 354–838% for 100K and
1M updates, respectively. FEDORA with 𝜖 = 0 improves the
latency overheads into 32–42% and 322–446% through its
SSD-friendly optimizations. With 𝜖 > 0, the overheads again
improve due to the reduced main ORAM accesses. FEDORA
with 𝜖 = 1 only adds on average 10–15% for 100K updates
and 104–155% for 1M updates, which is 1.6–6.2× and 1.6–6×
improvements over 𝜖 = 0. Adding everything together, the
latency improvement over Path ORAM+ becomes 2–24×
(10K), 1.9–9.1× (100K), and 1.8–9.7× (1M) when 𝜖 = 1. The
improved numbers make using an SSD immediately practical
with 10K—100K updates per round. When larger numbers of
updates are desired (1M), FEDORA with 𝜖 = 1 adds around
2–3 minutes of latency, which may be tolerable depending
on the use case.

6.4 Private Features Improve the Model Quality
Table 1 summarizes the final model quality (AUC column)
in terms of receiver operating characteristic area under the
curve (ROC-AUC or AUC, higher is better), a common met-
ric for recommendation models [74, 85]. The first two rows
(pub) show the AUC when not using private features during
training (0.7104, 0.5902). These represent scenarios without
FEDORA. Rows with 𝜖 = ∞ represent FEDORA without FDP
(Strawman 2 in Section 3.2). The corresponding AUC num-
bers (0.7931 and 0.7972 for MovieLens, 0.5972 for Taobao)
show that using private features indeed improves the model
quality significantly. As 𝜖 = ∞ is not private, these numbers
represent an upper bound of what FEDORA can achieve.

The rest of the rows with 𝜖 = {0.1, 1.0} show the achieved
accuracy of FEDORA with different levels of privacy. In gen-
eral, higher privacy (𝜖 = 0.1) achieves less accuracy. How-
ever, all setups achieve significantly higher accuracy than the
baseline, which only uses non-private features (pub). Note
that in recommendation models, even a small improvement
in accuracy (0.1% [134] or 0.001 AUC [136]) is considered sig-
nificant. FEDORA improves the accuracy even when some
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Figure 8. FEDORA improves the overhead ORAM adds to each round of FL.

Table 1. ORAM access reduction and model quality under
different 𝜖-FDP settings. Reduced Accesses is the percentage
of accesses saved compared to the perfect privacy ORAM
(𝜖 = 0). Dummy and Lost are the percentage of dummy and
lost accesses compared to the optimal number of accesses
(𝜖 = ∞). pub is trained without using private features.

Dataset 𝜖
Reduced
Accesses Dummy Lost AUC

pu
b MovieLens - - - - 0.7104

Taobao - - - - 0.5902

hi
de

pr
iv

va
l

MovieLens
∞ 52.5% 0% 0% 0.7972
1.0 52.5% 0.1% 0.1% 0.7955
0.1 52.5% 1.1% 1.1% 0.7944

Taobao
∞ 51.11% 0% 0% 0.5972
1.0 51.11% 1.01% 1.01% 0.5972
0.1 51.06% 9.89% 9.77% 0.5970

hi
de

#
of

pr
iv

va
ls

MovieLens
∞ 91.13% 0% 0% 0.7931
1.0 91.02% 11.65% 10.47% 0.7924
0.1 78.37% 156.0% 12.16% 0.7929

Taobao
∞ 99.05% 0% 0% 0.5972
1.0 97.69% 156% 12.89% 0.5967
0.1 80.78% 1924% 2.42% 0.5970

entries are lost due to 𝜖-FDP because the lost number of
entries is reasonably small (Table 1, Lost column).

6.5 FEDORA Reduces Power, Energy, and Cost
Figure 9 plots the estimated hardware cost, power, and en-
ergy consumption of FEDORA and Path ORAM+, normalized
by the numbers from a DRAM-based alternative that uses
a large DRAM to hold the main ORAM. To calculate the
hardware cost, we assume all hardware is replaced every
five years or when the SSD wears out, whichever happens
first. We assume DRAM cost of $3.15/GB and SSD cost of
$0.1/GB [79]. We assumed DRAM draws a constant power of
375mW/GB [61] and SSD draws its rated power of 6.2 W [99]
when it is actively reading or writing. For energy calculation,
we projected an optimistic DRAM-based design’s latency
by subtracting the SSD-related latencies from FEDORA. We
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Figure 9. Estimated hardware cost, power, and energy con-
sumption. The values are normalized with the DRAM-based.

used the analytical numbers for the DRAM-based design as
we did not have enough DRAM to run the actual design.

While SSD is much cheaper than DRAM, Path ORAM+ is
not cheaper in terms of hardware cost, as the SSD wears out
too quickly and must be replaced too frequently. By signifi-
cantly increasing the SSD lifetime, FEDORA (𝜖 = 1) reduces
the hardware cost by 6-22× over the DRAM-based design.
Similarly, Path ORAM+ avoids the idle power of the large
DRAM but incurs frequent high-power SSD reads/writes.
FEDORA (𝜖 = 1) again reduces the power and the energy
consumption by 1.9–23× compared to the DRAM-based de-
sign through fewer SSD reads/writes.
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Figure 10. Normalized training latency of FEDORA with or
without the 4 KB scratch space in on-chip SRAM.

6.6 Additional Ablation Studies
Importance of a small on-chip SRAM. Our prototype
assumes a small (4 KB) on-chip scratchpad in the TEE, which
is used as a scratch space to accelerate path eviction. Al-
ternatively, it is possible to implement FEDORA on a TEE
without such scratch space, placing everything in off-chip
DRAM. This comes at the cost of increased linear scanning
during the eviction process. Figure 10 shows the slowdown
when the scratch space is not available. A small scratch space
greatly (∼1.5×) helps FEDORA when block (entry) size is
small (Figure 10, Small and Medium). As the block size gets
larger (Figure 10, Large), the on-chip SRAM becomes less
helpful.
Choosing the bucket sizes. In general, we found it to be
helpful to make the bucket size a multiple of 4 KB to match
the SSD read/write granularity. Within the constraint, choos-
ing the bucket size is a balancing act of trading between the
SSD lifetime and the latency. As described in Section 4.4,
increasing the bucket size increases the SSD lifetime by al-
lowing a larger eviction period 𝐴. At the same time, the
larger bucket size increases the read/write latency as more
data moves on each read and write. For all the evaluations,
we used a bucket size of 4 KB. 4 KB is already quite large (we
can achieve up to 𝐴 = 92), and increasing the bucket further
had diminishing returns. For example, increasing the bucket
size of the Small table from 4 KB to 16 KB increases the SSD
lifetime by only 18% but increases latency by 67%. Larger
buckets can be used when a longer lifetime is desired over
lower latency.

7 Additional Related Work
Secure federated submodel learning (SFSL) [87] is a
prior work on FL for recommendation models. SFSL tried to
hide the private feature values of users by directly perturb-
ing them with DP noise. However, SFSL does not achieve
FDP and provides much weaker protection because it uses a
neighbor definition different from Definition 3.2. Instead of
replacing a feature value from 𝑑 to an arbitrary value to get
𝑑 ′, SFSL replaces feature values to a value that some other
users requested in the same round, narrowing down the pos-
sible feature values to a small number of candidates. This
unintuitive choice with much weaker privacy was because
using the neighbor definition from Definition 3.2 did not

give good final accuracy for SFSL, as the authors acknowl-
edged [87]. Unlike SFSL, FEDORA uses ORAM to hide the
accesses and additionally uses DP (𝜖-FDP) to control the
leakage through the number of ORAM accesses. FEDORA
can achieve much better accuracy with the correct neighbor
definition (Definition 3.2) because FEDORA adds DP noise
to an aggregate statistic (number of ORAM accesses), while
SFSL adds noise to individual feature values. It is well-known
that DP works much better on aggregated statistics [22].
Other ORAMs.Most ORAMs either use a binary tree [9, 11,
13–15, 26, 56, 67, 81, 90, 91, 93, 94, 96, 101, 118, 119, 128, 131,
132] or oblivious shuffling [5, 30, 69, 106, 107, 113, 129]. FE-
DORA uses the former due to its lower read/write overheads.
The latter incurs frequent and large writes to storage, making
them unsuitable for FL. LAORAM [90] is a variant of ORAM
that also targets recommendation model training. However,
LAORAM optimizes for a centralized GPU training [90], and
the requirements and optimizations totally differ from FE-
DORA. FEDORA’s 𝜖-FDP may be applicable to systems like
LAORAM as well.
FL for recommendation models. Other than SFSL [87],
recommendation models haven’t been studied a lot in FL
due to their large embedding tables. Most existing works
use simple models with tiny embedding tables [10, 21, 39, 45,
51, 63, 66, 74, 80, 117]. Singhal et al. [102] does not commu-
nicate the large table and locally approximate the table on
user devices. Using tiny tables or approximations inevitably
degrades the model’s accuracy, especially when the datasets
are complex.
Hiding embedding table accesses. Several different meth-
ods have been explored to hide the embedding table access
pattern of recommendation models in different contexts.
LAORAM [90] used ORAM in the context of centralized
training. Lam et al. [58] used two-server private information
retrieval (PIR) for on-device inference. Others [24, 42, 72]
added statistical noise, similar to SFSL [87]. These approaches
all optimize for different application use cases and not di-
rectly comparable to FEDORA.
Recommendation models with an SSD. Several works
ran recommendation model training or inference with em-
bedding tables placed inside an SSD [23, 104, 111, 116, 122].
These works did not focus on privacy and did not use ORAM.

8 Conclusion
Recommendation model training currently requires the ser-
vice provider to collect sensitive user data. Existing feder-
ated learning solutions cannot be adopted for recommenda-
tion models due to the large embedding tables. We present
FEDORA, an ORAM-based FL system for recommendation
models with large embedding tables. FEDORA introduces 𝜖-
FDP to control the privacy and efficiency of ORAM-based FL
and places the large ORAM inside an SSD with several SSD-
friendly optimizations. FEDORA maintains high training
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accuracy by privately using sensitive features while improv-
ing the SSD lifetime and latency significantly. Compared to
a DRAM-based system, FEDORA uses much less hardware
cost, power, and energy.

A Artifact Appendix
A.1 Abstract
We present two pieces of artifacts for evaluation. One is a
modified version of RF2 [74] that performs federated learn-
ing simulations (FLSim) that produce Table 1. The other is
C++ code that implements the proposed FEDORA system
(ORAMSim) and is used to evaluate the system’s performance
(Figures 7 and 8).

A.2 Artifact check-list (meta-information)
• Compilation:
– FLSim: None
– ORAMSim: g++ and make

• Run-time environment:
– FLSim: PyTorch Environment
– ORAMSim: Ubuntu 22.04 or later

• Hardware:
– FLSim: a CUDA-capable GPU
– ORAMSim: x86-64 CPU with AVX2 support, NVME SSD
formatted in ext4

• Output:
– FLSim: reduced accesses, wasted reads, lost reads, and
AUC similar to those presented in Table 1.

– ORAMSim: Plots similar to Figures 7 and 8.
• Experiments:
– FLSim: Federated learning simulation
– ORAMSim: FEDORA system performance evaluation

• How much disk space required (approximately)?:
– FLSim: 10GB
– ORAMSim: 100GB

• How much time is needed to prepare workflow (ap-
proximately)?: 2 hours

• How much time is needed to complete experiments
(approximately)?: 12 hours

• Publicly available?: Yes
• Code licenses (if publicly available)?:
– FLSim: Creative Commons Attribution-NonCommercial
4.0 International

– ORAMSim: BSD 3-Clause
• Workflow automation framework used?: Python and
Bash scripts.

• Archived (provide DOI)?:
– FLSim: 10.5281/zenodo.14812749
– ORAMSim: 10.5281/zenodo.14812528

A.3 Description
A.3.1 How to access.

• FLSim: https://github.com/psu-paws/FEDORA-FLSim
• ORAMSim: https://github.com/psu-paws/FEDORA-
OramSim

A.3.2 Hardware dependencies. A CUDA-capable GPU
is required to run FLSim. To run ORAMSim, an x86-64 multi-
core CPUwith AVX2 support and anNVME SSD formatted in
ext4 are required. We used an Intel i7-13700K and a Samsung
PM9A1 1TB SSD. About 100GB of free disk space is required.
Preferably, an SSD can be dedicated to the experiments.

A.3.3 Software dependencies. To run FLSim, a PyTorch
environment is needed. We ran our ORAMSim experiments
on Ubuntu 22.04.5 LTS. Please see the following list of soft-
ware dependencies:

• GCC 11.4 or higher
• CMake 4.3 or higher
• Libsodium 1.0.19-stable or higher
• LibAIO
• Python 3.10.12 or higher

A.3.4 Data sets. The datasets used in the experiment are
downloaded as part of the installation process. Refer to Sec-
tion 6.1 for detailed description.

A.4 Installation
A.4.1 FLSim.

• Clone repository.
git clone \
git@github.com:psu-paws/FEDORA-FLSim.git

• Change directory into the project.
• Setup a Python environment with PyTorch. Refer to
https://pytorch.org/ for instructions. Using a Conda or
a Python virtual environment is recommended.

• Install dependencies specified in requirements.txt.
pip install -r requirements.txt

• Run ./download_dataset.sh to download and un-
pack Taobao Ads Click and Display[88] andMovieLens
20M[36] datasets.

A.4.2 ORAMSim.

• Install GCC, CMake, LibAIO, and other dependencies.
On Ubuntu 24.04, run the following command:

sudo apt install build-essential \
python3-dev cmake libaio1t64 libaio-dev

• Install Libsodium following instructions at https://doc.
libsodium.org/installation

• Clone repository. Note --recurse-submodules flag.
git clone --recurse-submodules \

git@github.com:psu-paws/FEDORA-OramSim.git

• Change directory into the project.
• run ./build.sh. This should configure and build the
project, placing the outputs in a directory named build.

https://doi.org/10.5281/zenodo.14812749
https://doi.org/10.5281/zenodo.14812528
https://github.com/psu-paws/FEDORA-FLSim
https://github.com/psu-paws/FEDORA-OramSim
https://github.com/psu-paws/FEDORA-OramSim
https://pytorch.org/
https://doc.libsodium.org/installation
https://doc.libsodium.org/installation
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• Download trace files from https://doi.org/10.5281/zenodo.
14818427. Decompress the zip archive into the project’s
root directory. This should create a directory named
input-traces.

• Setup a Python environment. Using a Conda or a Python
virtual environment is recommended.

• Install Python dependencies specified in requirements.txt.
pip install -r requirements.txt

A.5 Experiment workflow
A.5.1 FLSim.

• Optionally select the GPU you wish to use by setting
CUDA_VISIBLE_DEVICES.

• run ./run_tests.sh. This could take several hours,
depending on the speed of your GPU.

• run python process_logs.py to generate a CSV file
similar to Table 1.

A.5.2 ORAMSim.

• Set ORAM_WORKING_DIR environment variable to point
to the NVME drive you want to use for the experiment.
For example, if the drive is mounted at /data, then
you should run export ORAM_WORKING_DIR=/data .
You can leave it unset to use the current directory,
although this is not recommended.

• Run python generate_orams.py to create theORAMs.
This is slow and can take multiple hours. You should
find the created ORAMs in the orams directory.

• Run python recsys_sim.py to run the experiments.
This is slow and can take multiple hours. You should
find the run statistics in the experiments directory

• Run python get_latency_recsys_results.py to
collect the results into a CSV file.

• Run python make_graphs_for_paper.py to gener-
ate plots similar to Figures 7 and 8 in the paper.

A.6 Evaluation and expected results
A.6.1 FLSim. The AUC, reduced accesses, dummy, and
lost values should be close to the corresponding ones for
MovieLens in Table 1.

A.6.2 ORAMSim. The code should produce graphs simi-
lar to Figures 7 and 8, except without data from the "Large"
configuration. Recsys_lifespan_months.pdf should be sim-
ilar to Figure 7. Recsys_latency.pdf should be similar to
Figure 8. The absolute latency numbers may vary depending
on hardware, but overall trends should remain similar.

A.7 Experiment customization
A.7.1 FLSim. We have omitted evaluation on the Taobao
Ads Click and Display dataset[88] to make the runtime rea-
sonable. If you want to run the Taobao-based experiments,
uncomment lines 11-17 in run_experiments.sh.

A.7.2 ORAMSim. We have shortened the experiment and
excluded the "Large" configuration to make the runtime rea-
sonable. If you want to run the full-length experiment, please
make the following modifications.

• Uncomment line 99-100 in generate_orams.py, this
will enable the "Large" configuration.

• Change line 22 in recsys_sim.py from 1 million to
10 million. This will increase the number of accesses
performed in each test case.

Note this requires 500GB of additional disk space and might
take over a day to complete.

A.8 Methodology
Submission, reviewing and badging methodology:

• https://www.acm.org/publications/policies/artifact-
review-and-badging-current

• https://cTuning.org/ae
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